# COGNITIVE UNCERTAINTY* 

Benjamin Enke and Thomas Graeber

This article documents the economic relevance of measuring cognitive uncertainty: people's subjective uncertainty over their ex ante utility-maximizing decision. In a series of experiments on choice under risk, the formation of beliefs, and forecasts of economic variables, we show that cognitive uncertainty predicts various systematic biases in economic decisions. When people are cognitively uncertain-either endogenously or because the problem is designed to be complex-their decisions are heavily attenuated functions of objective probabilities, which gives rise to average behavior that is regressive to an intermediate option. This insight ties together a wide range of empirical regularities in behavioral economics that are typically viewed as distinct phenomena or even as reflecting preferences, including the probability weighting function in choice under risk; base rate insensitivity, conservatism, and sample size effects in belief updating; and predictable overoptimism and -pessimism in forecasts of economic variables. Our results offer a blueprint for how a simple measurement of cognitive uncertainty generates novel insights about what people find complex and how they respond to it. JEL Code: D01.

## I. Introduction

This article studies the economic relevance of cognitive uncertainty: people's subjective uncertainty over which decision
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maximizes their expected utility. In the standard economic model, people make decisions that they know may turn out to be ex post suboptimal, but they never exhibit doubts about their ex ante optimality. Similarly, in a large majority of behavioral economics models, people may make systematic mistakes, but they are not nervous that they may be committing errors. Yet introspection and a growing body of psychological evidence discussed below suggest that people often exhibit low confidence in their decisions.

This study proposes that measuring cognitive uncertainty can be productively deployed to predict systematic biases in economic behaviors and to help tie together widely studied behavioral economics anomalies that are typically viewed as distinct phenomena. The main idea consists of two components. (i) Classical anomalies share a common origin, which is that the inherent complexity of economic decisions induces people to make noisy or heuristic decisions instead of solving a problem precisely. These simpler decision modes produce behaviors that are severely attenuated functions of objective problem parameters and are regressive to an intermediate option. (ii) Cognitive uncertainty represents an easily measurable proxy for the unobserved noisiness or heuristic nature of people's decision modes and can thus be used to predict and explain behavior.

We present experiments on decision making under uncertainty: how people reason about probabilities in the valuation of risky lotteries, inference from data, and prediction of future events. As Figure I illustrates using our experimental data, these three literatures have established striking similarities about how objective probabilities map onto people's decisions. First, the left panel depicts the well-known probability weighting function in choice under risk that goes back to Tversky and Kahneman (1992). It illustrates how experimental subjects implicitly treat objective probabilities in choosing between different monetary gambles. Second, the middle panel illustrates the canonical compressed relationship between participants' posterior beliefs and the Bayesian posterior in experimental belief-updating tasks, which shows that people generally overestimate the probability of unlikely events and underestimate the probability of likely ones. Finally, the right panel shows the compressed relationship between respondents' probabilistic estimates and "true" probabilities that has been documented in a wide range of subjective expectations surveys about, for example, stock market returns or inflation rates. The characteristic feature of these three functions is that people's decisions implicitly treat different probabilities



Decisions as Functions of Objective Probabilities
The left panel illustrates a probability weighting function in choices between monetary gambles. The middle panel illustrates the relationship between stated beliefs and Bayesian posteriors in belief-updating experiments. The right panel shows the typical relationship between stated subjective probabilities and objective (historical) probabilities in surveys about stock returns or inflation. All functions are estimated from the data discussed in Online Appendix E.
alike to some degree, which generates a compression effect to an "intermediate" value.

One view in the literature-reflected in the existence of a large number of dedicated models of probability weighting and belief updating-is that these phenomena reflect domain-specific biases or even preferences. Another view is that they have a common origin: in response to the inherent complexity of forming beliefs and choosing between lotteries, people may use simpler, noisy, or heuristic decision modes. For example, in recent Bayesian cognitive noise models of choice under risk, the difficulty of translating objective probabilities into decisions introduces cognitive noise, which induces the decision maker to partially regress to (or anchor on) an intermediate cognitive default, thus producing probability weighting through a mechanism akin to the classical anchoring-and-adjustment heuristic. Similarly, systematic compression to an intermediate value can result if people choose randomly with some probability. Regardless of the underlying decision mode, this class of models highlights that random noise often generates systematic bias. At the same time, there is little evidence that directly ties together and explains behavior across the three decision domains in Figure I as a function of noisy cognition and complexity.

To make progress, we measure cognitive uncertainty as a proxy for the inherent noisiness or heuristic nature of people's decisions. We conduct a series of online experiments with a total of more than 3,000 participants. We elicit entirely standard controlled decisions in the three domains discussed above. In addition to eliciting payoff-relevant choices and beliefs, we measure cognitive uncertainty. For example, in lottery valuation tasks, after we elicit a participant's certainty equivalent, we ask them how certain they are (in percent) that their true valuation of the lottery actually lies within a $\$ 1$ window around their stated valuation. Similarly, after participants state probabilistic beliefs in canonical belief-updating experiments, we ask them how certain they are that the Bayesian posterior is contained in a 2 percentage point window around their stated belief. These questions elicit people's subjective percent chance that their decision is actually (close to) the ex ante utility-maximizing one.

This cognitive uncertainty elicitation has five main features. (i) The measure admits a direct theoretical interpretation of awareness of noise. (ii) As documented by our three applications, the elicitation can be tweaked in minor ways to be applicable to a broad set of decision domains with very different experimental
paradigms and elicitation protocols. (iii) The question is a composite measure that potentially captures people's awareness of a multitude of cognitive imperfections, such as imperfect perception, preference uncertainty, problems in integrating utils and probabilities, lack of knowledge of Bayes's rule, computational difficulties, or memory imperfections. As a result, a productive interpretation of cognitive uncertainty is that it captures people's subjective difficulty or perceived complexity of a problem. (iv) The measure is very simple, quick, and costless to elicit, making it easy for researchers to add such a question to their own studies. (v) Cognitive uncertainty is strongly correlated with decision variability in repetitions of the same decision problem, which is a key choice signature of (cognitive) noise.

We find large variation in cognitive uncertainty in all of the decision domains. In choice under risk, more than $80 \%$ of all decisions are associated with strictly positive cognitive uncertainty, and this number rises to more than $90 \%$ in belief updating. Participants appear relatively consistent in their degree of cognitive uncertainty, both across repeated decisions in the same domain ( $r$ $\approx 0.7$ ) and across different decision domains.

Measured cognitive uncertainty strongly predicts observed choices and beliefs in a way that sheds light on the empirical anomalies summarized in Figure I. In all three decision domains, high cognitive uncertainty decisions are substantially more compressed and less responsive to variation in objective probabilities. For example, in choice under risk, high cognitive uncertainty decisions exhibit a substantially shallower slope of the probability weighting function, which implies that cognitive uncertainty is strongly correlated with the well-known fourfold pattern of risk attitudes. For decisions with cognitive uncertainty of zero, the median decision exhibits essentially no probability weighting.

In the domains of beliefs and expectations, we likewise see that high cognitive uncertainty beliefs are substantially more compressed toward 50:50. This means that cognitively uncertain people will sometimes appear more optimistic and sometimes more pessimistic than is warranted, purely depending on whether the true probability is high or low. Cognitive uncertainty is also strongly predictive of more structural belief-updating biases, including base rate insensitivity and conservatism. We discuss implications of these results for interpreting heterogeneity in economic expectations surveys.

The predictive power of cognitive uncertainty for compression effects in decisions is not only driven by the extensive margin
of cognitive uncertainty. Instead, the link is strictly monotonic: people in the lowest cognitive uncertainty quartile respond more to objective probabilities than people in the second quartile, who in turn respond more than those in the third quartile, and so on. This shows that the magnitude of cognitive uncertainty contains much information even away from the rational benchmark of zero, and that strictly positive cognitive uncertainty is not just driven by measurement error.

We are agnostic over whether the strong correlations between cognitive uncertainty and behaviors reflect a causal effect of the true (cognitive or decision) noise that underlies cognitive uncertainty or whether awareness of potential errors itself drives behaviors. Under either interpretation, our hypothesis is that the link between cognitive uncertainty and decisions partly reflects the complexity of identifying the utility-maximizing decision. To directly investigate this complexity interpretation, we implement different treatments that vary the complexity of the lottery valuation and belief-updating tasks. In one set of experiments, we vary the computational complexity of the decision problems by displaying the relevant problem parameters (such as payout probabilities or base rates) as algebraic expressions. In other experiments, we increase problem complexity by turning lotteries or belief-updating tasks into compound (multistage probabilistic) problems.

We always find that higher complexity leads to greater cognitive uncertainty, which lends credence to our interpretation that cognitive uncertainty partly reflects the subjectively perceived complexity of decision problems. Moreover, the compression effects summarized in Figure I become substantially more pronounced in the more complex treatments. For instance, contrary to the predictions of (cumulative) prospect theory, the probability weighting function exhibits substantially stronger likelihood insensitivity when the decision problems are more complex. Similarly, in contrast to models of base rate neglect or conservatism that rest on assumptions of fixed parametric biases, the magnitude of base rate insensitivity and conservatism strongly depends on the complexity of the decision problem.

To sum up, this article documents that cognitive uncertainty can be effectively used to test hypotheses about cognitive or decision noise that are difficult to test otherwise. Our results highlight that various judgment and decision errors that are traditionally viewed as distinct share common cognitive origins: the noisy or
heuristic decision making people engage in when they find a problem too complex to solve precisely. This insight encourages further research aimed at tying together seemingly distinct behavioral economics anomalies by focusing on the noise that is triggered by complexity. We believe a helpful tool in this regard will be to routinely measure cognitive uncertainty in experiments and surveys, especially given that it is fast and costless to do.

Our work relates to a growing interdisciplinary literature documenting that people often have an awareness of the noisiness of their choices, memories, and perceptions and that they make decisions that are in line with such awareness (e.g., Butler and Loomes 2007; De Martino et al. 2013, 2017; Cubitt, Navarro-Martinez, and Starmer 2015; Drerup, Enke, and Von Gaudecker 2017; Polania, Woodford, and Ruff 2019; Honig, Ma, and Fougnie 2020; Xiang et al. 2021). Our main contribution to this literature is to document that cognitive uncertainty predicts biases across various economic decision tasks and that it can be used to tie together anomalies that are typically viewed as distinct.

This article builds on a broad theoretical literature that has linked probability weighting and over- and underestimation of probabilities to different versions of noise. This includes the recent literature on Bayesian models of cognitive noise (Gabaix and Laibson 2017; Gabaix 2019; Woodford 2020; Frydman and Jin 2022), in particular the model of probability weighting in Khaw, Li, and Woodford (2021). ${ }^{1}$ Other noisy decision models of probability weighting and over- and underestimation of probabilities include Viscusi (1985, 1989); Erev, Walsten, and Budescu (1994); Blavatskyy (2007); Bhatia (2014); Marchiori, Di Guida, and Erev 2015; Zhang, Ren, and Maloney (2020); and Erev, Wallsten, and Budescu (1994). ${ }^{2}$ Despite the abundance of such models, leading recent reviews rarely even mention a potential role of (cognitive) noise for the empirical regularities and instead emphasize models with fixed "probability weighting," "conservatism," or "extreme belief aversion" parameters that are partly even meant to capture preferences (e.g., Fehr-Duda and Epper 2012; Benjamin 2019).

[^0]O'Donoghue and Somerville (2018) note that "the psychology of probability weighting is poorly understood." This view in the literature may reflect that few contributions directly measure noise or attempt to explain behaviors across different decision domainsboth of which we contribute here. ${ }^{3}$

The article proceeds as follows. Section II discusses theoretical background. Section III presents the experimental design. Sections IV-VII discuss the results, and Section VIII concludes.

## II. Theoretical Considerations and Hypotheses

Various contributions have hypothesized that the patterns summarized in Figure I are driven by different types of noise. Khaw, Li, and Woodford (2021) model a decision maker who exhibits cognitive noise when processing probabilities, which makes him regress toward an intermediate prior, thus producing probability weighting (also see Gabaix 2019). Earlier related theoretical work modeled probability weighting as resulting from Bayesian updating from imperfect information about objective payout probabilities (Viscusi 1989; Fennell and Baddeley 2012), decision or sampling noise (Blavatskyy 2007; Bhatia 2014), affective versus deliberate decision making (Mukherjee 2010), or random fluctuations in risk preferences (Bhatia and Loomes 2017). Similarly, multiple contributions have argued that regression of beliefs toward 50:50 may reflect noise or ignorance (Viscusi 1985; Erev, Wallsten, and Budescu 1994; Fischhoff and Bruine De Bruin 1999; Marchiori, Di Guida, and Erev 2015; Moore and Healy 2008).

Our analysis builds on these models. We present a stylized adaptation that illustrates how we think about the commonalities reflected in Figure I. Our exposition builds on the recent Bayesian cognitive-noise literature (e.g., Heng, Woodford, and Polania 2020; Woodford 2020; Khaw, Li, and Woodford 2021), though our interpretation of these models is more agnostic.

## II.A. Overview

We consider situations in which a decision maker (DM) with Bernoulli utility function $u(\cdot)$ is tasked with making a decision
3. In a paper subsequent to ours, Oprea (2022) provides further evidence that probability weighting is driven by complexity by showing that the fourfold pattern of risk attitudes also holds when risk is removed from lottery choice problems. He reports that these patterns are strongly correlated with cognitive uncertainty.
$a$ that depends on some objective probability $p$. We denote by $a^{*}(p) \in \operatorname{argmax} E U(\cdot)$ the DM's true expected-utility-maximizing decision. We assume that through deliberation, the DM only has access to a noisy mental simulation of $a^{*}(p)$. The noisiness of this mental simulation may depend on the complexity of the decision problem.

## II.B. Risky Choice

The DM is asked to indicate his certainty equivalent for a lottery that pays $\$ 1$ with probability $p$ and nothing otherwise. By standard arguments, normalizing $u(1)=1$, the expected-utilitymaximizing decision is given by $a^{*}=u^{-1}(p)$.

## II.C. Belief Formation

In a fully controlled "balls-and-urns" belief-updating task, the DM forms beliefs about a binary state of the world, $R$ or $B$. The DM has prior $b=P(R)$ and receives a binary signal ( $H$ or $L$ ) with diagnosticity $h=P(H \mid R)=P(L \mid B)$. The Bayesian posterior belief is given by $p \equiv P(R \mid H)=P(B \mid L)=\frac{b h}{b h+(1-b)(1-h)}$. A widely used formulation that we also leverage is a so-called Grether (1980) decomposition, which generates a linear relationship between the Bayesian posterior odds, the prior odds, and the likelihood ratio: $\ln \left(\frac{p}{1-p}\right)=\ln \left(\frac{b}{1-b}\right)+\ln \left(\frac{h}{1-h}\right)$. We assume the incentive structure is such that it is optimal for the DM to report his true beliefs, such that the utility-maximizing decision is given by $a^{*}=p$.

## II.D. Economic Forecasts

The DM forecasts a future binary state of the world, $R$ or $B$, that corresponds to a real economic quantity not controlled by the experimenter, such as inflation or stock market growth. In the past, the DM potentially received information about this state of the world, which he processes using Bayes's rule as described, to arrive at posterior $p$. We again assume the incentive structure is such that it is optimal for the DM to report his true beliefs, $a^{*}=p$.

## II.E. Bayesian Cognitive Noise

As noted already, we assume that the DM does not have access to the utility-maximizing decision $a^{*}(p)$. This could be due
to a variety of reasons. In risky choice, the DM may not know his true utility function, may find it cognitively hard to integrate payoff probabilities and utils, or may have noisy perception. In laboratory belief-updating tasks, the DM may not know Bayes's rule or struggle with implementing it computationally. In economic expectations surveys, the DM may have forgotten financial information that he received in the past, or he may struggle with processing the financial information available to him.

Whatever the underlying cognitive foundations, as we lay out formally in Online Appendix A, we assume that the DM has access to a cognitive signal $S$ that is (scaled) binomially distributed with precision $N$ and satisfies $E[S]=a^{*}(p) .{ }^{4}$ This cognitive signal could be interpreted as the outcome of a sequential cognitive sampling or deliberation process as in drift diffusion models. Higher cognitive noise corresponds to a less precise binomial signal. Relatedly, we can think of the level of cognitive noise-and, hence, the precision of the binomial signal-as being determined by the complexity of the decision problem. Indeed, we will provide evidence that higher complexity induces more cognitive noise.

Suppose that the DM holds a beta-distributed prior over $a^{*}(p)$ and that his decision is given by the Bayesian posterior mean over his utility-maximizing decision. ${ }^{5}$ We refer to the mean of the prior, $d$, as the "cognitive default decision." Given signal realization $s \sim$ $f\left(s \mid a^{*}(p)\right)$, a Bayesian DM's decision, $a^{o}$, can be represented as a convex combination of the cognitive signal and the prior mean,

[^1]see Online Appendix A:
\[

$$
\begin{align*}
a^{o} & =\lambda(N) \cdot s+[1-\lambda(N)] \cdot d,  \tag{1}\\
E\left[a^{o}\right] & =\lambda(N) \cdot a^{*}(p)+[1-\lambda(N)] \cdot d
\end{align*}
$$
\]

Here, the relative weight placed on the cognitive signal, $\lambda(N)$, increases in the signal's precision $N$. This decision rule is compatible with an anchoring-and-adjustment heuristic (Tversky and Kahneman 1974), according to which people anchor on some initial reaction, $d$, and then adjust in the direction of the true utilitymaximizing decision after deliberation.

We interpret the prior mean $d$ as the decision the DM would make in the absence of any deliberation. We do not provide a theory of what determines the prior. For our purposes, all that matters is that its mean is sufficiently "intermediate" in nature: for low enough $p, a^{*}(p)<d$, and for large enough $p, a^{*}(p)>d$. An intermediate prior implies that people's decisions look like they treat different payout probabilities as more similar than they really are, consistent with the emphasis on "equal weighting" in Erev et al. (2017). Indeed, a large literature argues that people's heuristic (or initial) responses to decision problems are intermediate, such as in research on central tendency effects in judgment and perception (e.g., Hollingworth 1910; Petzschner, Glasauer, and Stephan 2015; Xiang et al. 2021), compromise effects in choice (Simonson and Tversky 1992; Beauchamp et al. 2020), and research that interprets 50:50 responses in economic expectations surveys as a manifestation of "I don't know" (Fischhoff and Bruine De Bruin 1999). The prior distribution could also be partly adapted to which decision "makes sense" on average in a given context. ${ }^{6}$

Note that an alternative interpretation of the DM's decision process that is formally very similar to the Bayesian cognitive noise model in terms of its implications for observable decisions is that of random choice. ${ }^{7}$
6. In their study of inverse S-shaped probability and frequency estimates, Zhang and Maloney (2012) report that a $\frac{1}{N}$ formulation ( $N$ being the number of states of the world) captures people's cognitive anchor well.
7. This second possible account of equation (1) is that with probability $\lambda$ the DM deliberates and plays his resulting cognitive signal $s$, whereas with probability $(1-\lambda)$ he plays randomly by drawing from a distribution function with mean $d$. Under this interpretation, the probability of playing randomly increases in the DM's cognitive noisiness. Note that the only difference between the Bayesian

## II.F. Discussion

The linear equation (2) corresponds to the widely studied "neo-additive weighting function" that has attracted attention in the literature on choice under risk. Our stylized framework motivates this functional form by endogenizing its parameters: (i) the intercept increases in noise, and (ii) the slope decreases in noise. A characteristic feature of this decision rule is the "flipping" property implied by Figure I. For instance, in lottery valuation tasks, relative to a noiseless DM, a cognitively noisy DM is less riskaverse for low payout probabilities yet more risk-averse for high payout probabilities.

Equation (2) implies an attenuated but linear mapping between objective probabilities and decisions (when utility is linear). As summarized in Figure I, decisions actually tend to be inverted S-shaped functions of objective probabilities. We explore how cognitive uncertainty relates to this phenomenon in Section VIII and Online Appendix D. To foreshadow this discussion, we find that empirically measured cognitive uncertainty is hump-shaped in objective probabilities, which helps us understand why we typically observe a higher sensitivity of responses to probabilities close to the boundaries than at intermediate levels.

## II.G. Predictions

Formal statements of predictions and proofs are relegated to Online Appendix A.
i. Cognitive noise and compression effects.
a. In risky choice, cognitive noise is correlated with probability weighting: $\exists p^{*}$ such that, for $p<p^{*}$, certainty equivalents increase in cognitive noise and for $p>p^{*}$ they decrease in cognitive noise.
b. In stated beliefs and economic forecasts, cognitive noise is correlated with overestimation of small and underestimation of large probabilities. In Grether decompositions, cognitive noise is correlated with base rate insensitivity and conservatism.
ii. The distance between the DM's decision and the utilitymaximizing decision increases in cognitive noise.
cognitive noise and random choice interpretations of equation (2) is whether the DM's average action is attenuated because he regresses to a fixed prior or because he chooses randomly. We embrace both interpretations.

## II.H. Empirical Implementation: Cognitive Uncertainty

People's actual level of cognitive noise is conventionally unobservable. To render the predictions testable, we make use of the idea that awareness of cognitive noise generates subjectively perceived uncertainty about what the utility-maximizing decision is. This cognitive uncertainty is measurable. In the context of the framework sketched above, we define it as

$$
\begin{equation*}
p_{C U} \equiv P\left(\left|\left[a^{*} \mid S=s\right]-a^{o}\right|>\kappa\right) \tag{3}
\end{equation*}
$$

Here, $a^{*} \mid S=s$ denotes the perceived posterior distribution about the maximizing decision, conditional on having received cognitive signal $s$. Intuitively, cognitive uncertainty captures the likelihood with which the DM thinks his utility-maximizing decision falls outside a window of arbitrary length $\kappa$ around the decision he actually chose. ${ }^{8}$

As we show in Online Appendix A, cognitive uncertainty decreases in the precision of the binomial cognitive signal. This allows us to use cognitive uncertainty as a proxy for the magnitude of cognitive noise and, hence, $\lambda$. Our argument is not that awareness of cognitive noise necessarily causes the economic behavior of interest (although it may) but that it allows for the measurement of a concept that is difficult to quantify otherwise.

## III. Experimental Design

## III.A. Overview

As summarized in Table I, we implemented two sets of experiments. The main set of experiments reported here, identified by letter A, was run in early 2022. Earlier experiments (B) were run in 2019. We summarize both sets of experiments here and relegate a detailed exposition of the B experiments to Online Appendix E.

## III.B. Decision Tasks

1. Choice Under Risk. To estimate a probability weighting function, treatment Risk A elicited certainty equivalents for binary lotteries that paid $\$ y \in\{15,16, \ldots, 25\}$ with probability
2. In empirical implementations, $\kappa$ should be chosen so that the resulting measurement picks up as much variation as possible. This implies that the choice of $\kappa$ depends on the response scale and should be neither too small nor too large, to avoid bunching at 1 or 0 , respectively.

TABLE I
Overview of Experiments

| Experiment | Components | \# Particip. | Pool |
| :--- | :--- | :---: | :---: |
| Risk A | Baseline risky-choice tasks (gains) <br> Complex numbers manipulation | 500 | Prolific |
| Beliefs A | Baseline belief-updating tasks <br> Complex numbers manipulation | 500 | Prolific |
| Risk B | Baseline risky-choice tasks (gains and losses) <br> Compound lottery manipulation | 700 | AMT |
| Beliefs B | Baseline belief-updating tasks <br> Compound belief manipulation | 700 | AMT |

Notes. All experiments elicited expectations about the one-year return of the S\&P 500, and the B experiments additionally measured expectations about one-year inflation rates and the national income distribution. AMT, Amazon Mechanical Turk.
$p \in\{1,5,10,25,35,50,65,75,90,95,99\}$ percent, and nothing otherwise. Certainty equivalents were elicited using the BDM technique proposed by Healy (2018). Participants were instructed that for each lottery there is a list of questions that ask whether the participant prefers the lottery or a safe payment, where the safe payment increases as one goes down the list. Following Healy (2018), instead of asking participants to make a decision in every row of the list, we instructed them that they would tell us the safe amount at which they would switch from preferring the lottery to preferring the safe payment and that we would then fill out the entire choice list based on their decision. Thus, participants simply entered a dollar amount into a text box to indicate their certainty equivalent, where entries were restricted to be between zero and the lottery upside. Each participant initially stated their valuation of six randomly selected lotteries.

The two main advantages of this design are that (i) it eliminates the need to go through a long choice list that may be mentally tiring for participants, and (ii) it is well known that the choice list procedure has its own effects on behavior (e.g., Beauchamp et al. 2020), and we wanted to ensure that our results on cognitive uncertainty do not just capture such choice list effects.

In treatment Risk B, on the other hand, we instead implemented standard choice lists of the type used by, for example, Tversky and Kahneman (1992); Bruhin, Fehr-Duda, and Epper (2010); and Bernheim and Sprenger (2020). The fact that the results turn out to be very similar suggests that the elicitation technique as such does not generate our results.

We often work with a simple linear transformation of elicited certainty equivalents, normalized certainty equivalents, which are given by the certainty equivalent divided by the upside of the lottery (a quantity that is by construction between $0 \%$ and $100 \%$ ).
2. Belief Updating. In designing a structured beliefupdating task, we follow the recent review by Benjamin (2019) and implement the workhorse paradigm of so-called balls-and-urns or "bookbags-and-pokerchips" experiments. In treatment Beliefs A, there are two bags, A and B. Both bags contain 100 balls, some of which are red and some of which are blue. The computer randomly selects one of the bags according to a prespecified base rate. Subjects do not observe which bag was selected. Instead, the computer selects one or more balls from the selected bag at random (with replacement) and shows them to the subject. The subject is then asked to state a probabilistic guess that either bag was selected. We visualized this procedure for subjects using the image in Online Appendix Figure 8.

The three key parameters of this belief-updating problem are (i) the base rate $b \in\{1,5,10,30,50,70,90,95,99\}$ (in percent), which we operationalized as the number of cards out of 100 that had "bag A" as opposed to "bag B" written on them; (ii) the signal diagnosticity $d \in\{65,75,90\}$, which is given by the number of red balls in bag A and the number of blue balls in bag B (we only implemented symmetric signal structures such that $P($ red $\mid A)=P($ blue $\mid B)$ ); and (iii) the number of randomly drawn balls $M \in\{1,3,5\}$. These parameters were randomized across trials but always known to participants.

Each subject initially completed six belief-updating tasks. Financial incentives were implemented through the binarized scoring rule (Hossain and Okui 2013). Here, the probability of receiving a prize of $\$ 10$ was given by $\pi=\max \left\{0,1-0.0001 \cdot(g-t)^{2}\right\}$, where $g$ is the guess (in \%) and $t$ is the true state ( 0 or 100).
3. Economic Forecasts. All of our experiments also elicited forecasts of economic variables such as stock market returns. A conceptual difference between expectations about real-life quantities and the types of experimental tasks summarized above is that in the latter the experimenter supplies all information that the subject needs to make a well-defined rational decision, while in expectations surveys the experimenter does not have access to
the respondent's information set. Still, cognitive uncertainty can be measured in a similar way. Indeed, intuitively, people may well exhibit cognitive uncertainty about their economic expectations: they may not perfectly remember their current beliefs about the stock market (or the information they received in the past), or they may worry that they have incorrectly processed past information.

In our A study ( $N=1,000$, see Table I), we elicit probabilistic forecasts of the performance of the S\&P 500. Because incentivizing expectations about future events creates various logistical issues such as credibility concerns and the necessity to wait for future variables to have realized, we elicited them without financial incentives. This is in line with the vast majority of the literature on survey expectations. Each participant responded to the following question:

The S\&P 500 is an American stock market index that includes 500 of the largest companies based in the United States. Jon invested $\$ 100$ in the S\&P 500 today. What is the percent chance that the value of his investment will be less than $\$ y$ in one year from now?

Across participants, the value of $y$ was drawn at random from the set $\{62,77,90,100,112,123,127,131,134\}$. These values were chosen such that the corresponding historical return probabilities (from 1980 to 2018) vary between $1 \%$ and $99 \%$. For example, the historical probability that a $\$ 100$ investment will be worth less than $\$ 127$ one year later is $75 \%$. In our " B " experiments, we also elicited beliefs about future inflation rates and the national income distribution in a very similar manner, see Online Appendix E.

## III.C. Measuring Cognitive Uncertainty

1. Elicitation. In all decision tasks summarized above, decisions are given by a scalar. Loosely speaking, we always measure cognitive uncertainty (CU) on the subsequent screen by eliciting the participant's subjective probability that their expected-utilitymaximizing decision is contained in a window around their actual decision.

In choice under risk, we reminded participants of the lottery they were exposed to on the previous screen and then asked:

Your decision on the previous screen indicates that you value this lottery as much as receiving $\$ x$ with certainty. How certain are
you that you actually value this lottery somewhere between getting $\$(x-0.50)$ and $\$(x+0.50)$ ?

Participants answered this question by selecting a radio button between $0 \%$ and $100 \%$, in steps of $5 \%$. Online Appendix G. 1 provides screenshots. In line with the discussion in Section II, we interpret this question as capturing the participant's (posterior) uncertainty about their utility-maximizing decision, after some sampling of cognitive signals has taken place. We refer to inverted responses to this question as cognitive uncertainty rather than confidence because in economics the latter is commonly used for problems that have an objectively correct solution.

In belief updating, the instructions introduced the concept of an "optimal guess." This guess, we explained, uses the laws of probability to compute a statistically correct statement of the probability that either bag was drawn, based on Bayes's rule. We highlighted that this optimal guess does not rely on information that the subject does not have. After indicating their probabilistic belief, subjects were asked (see Online Appendix Figure G.2):

Your decision on the previous screen indicates that you believe there is an $x \%$ chance that Bag A was selected. How certain are you that the optimal guess is somewhere between $(x-1) \%$ and $(x+1) \%$ ?

In economic forecasts, the elicitation is very similar, asking how certain the respondent is that their probabilistic guess is within a one percentage point band around the guess that's optimal given the information available to the respondent. Thus, the question does not elicit people's awareness of their lack of information, but instead their perceived ability to appropriately remember and process the information available to them (see Online Appendix Figure G.3):

On the previous screen, you indicated that you think there is an $x \%$ chance that a $\$ 100$ investment into the S\&P 500 today will be worth less than $\$ y$ in one year from now. How certain are you that the statistically optimal guess (given the information you have) is somewhere between $(x-1) \%$ and $(x+1) \%$ ?

The biggest difference between our A experiments and the B experiments conducted earlier is the wording of the CU question. In the B experiments, we did not elicit participant's subjective probability that the utility-maximizing decision is within some fixed band around their actual decision, but rather a heuristic confidence interval. In choice under risk, subjects used a slider
to calibrate the statement "I am certain that the lottery is worth between $a$ and $b$ to me." If the participant moved the slider to the very right, $a$ and $b$ corresponded to the previously indicated certainty equivalent. For 20 possible ticks that the slider was moved to the left, $a$ decreased and $b$ increased by 25 cents, in real time. In belief-updating questions and economic forecasts, subjects navigated a slider to calibrate the statement "I am certain that the optimal guess [economic forecasts: statistically optimal guess] is between $a$ and $b$," where $a$ and $b$ collapsed to the subject's own previously indicated guess in case the slider was moved to the very right. For the 30 possible ticks that the slider was moved to the left, $a$ decreased and $b$ increased by 1 percentage point. See Online Appendix E for further details. We believe the new measure to be superior in that it admits a direct quantitative interpretation and is more intuitive for subjects. This being said, the results are qualitatively very similar across both sets of experiments.
2. Potential Origins of CU. Our measure is deliberately designed to capture participants' overall subjective uncertainty about their utility-maximizing decision. This uncertainty could have various potential origins. In choice under risk, people may have imperfect perception, may not know their true preferences, or struggle with integrating utils and probabilities. In belief updating, participants may not know the normatively correct updating rule, or struggle with its computational implementation. In survey expectations, they may not remember information they received in the past, or may again implement an incorrect updating rule. While we conjecture that it will often be of secondary interest to economists what the source of cognitive noise is (there are likely many), we caution that our measure does not allow researchers to directly test models that take a direct stance on the source of the noise.
3. Comparison with Alternative Measures. Broadly speaking, the literature has proposed two different types of measures for eliciting people's uncertainty about their own decisions. At one extreme, psychologists, neuroscientists, and some economists elicit measures of "decision confidence," in which subjects indicate on Likert scales how confident or certain they are in their decision (e.g., Butler and Loomes 2007; De Martino et al. 2013, 2017; Drerup, Enke, and Von Gaudecker 2017; Polania, Woodford, and Ruff 2019; Xiang et al. 2021). At the other extreme, economists have
used measures of across-trial variability in choices (Khaw, Li, and Woodford 2021) or deliberate randomization (Agranov and Ortoleva 2017, 2020). Our preferred measure strikes a middle ground between these two approaches. Although our approach retains the attractive simplicity of implementing a single question (as in the psychology literature), it also admits a direct quantitative interpretation in terms of a subjective percent chance. ${ }^{9}$ The simplicity of asking one question per decision should be contrasted with the approach of gauging cognitive noise through across-task variability in choices, which requires many trials and is often defined at the level of a study rather than of a single choice problem.
4. Financial Incentives and Validation. We deliberately do not financially incentivize our elicitation of CU , for two reasons. First, an additional scoring rule makes the measure itself more complex, which increases the cognitive burden on participants. Indeed, recent work documents that unincentivized measures of beliefs are sometimes superior to incentivized ones because they reduce the strategic incentives to game a potentially complex (and misperceived) scoring rule (Danz, Vesterlund, and Wilson 2020). Second, we believe that financially incentivizing the measurement in potentially complicated ways would increase the costs for future researchers to include a CU measure in their experiments and surveys.

We validate our simple but unincentivized measure below by documenting correlations with across-trial variability in repetitions of the same decision problem, which is commonly viewed as a key signature of cognitive noise.

## III.D. Complexity Manipulations

Our experiments link cognitive noise to decisions in two ways. First, we correlate decisions with cognitive uncertainty (awareness of noise). Second, we exogenously manipulate the noisiness of decisions by making the decision tasks more complex. In doing so, we focus on the choice under risk and balls-and-urns beliefupdating experiments because they allow for more controlled variation.
9. We have found that economists are often more comfortable with uncertainty questions that have a precise quantitative meaning in terms of probabilities, which Likert scales do not.

1. Complex Numbers. In our main experiments, Risk A and Beliefs $A$, the complexity manipulation is given by representing payout probabilities (in choice under risk) and base rates / signal diagnosticities (in belief updating) as mathematical expressions, such as "Get $\$ 20$ with probability $\left(\frac{7 \times 6}{2}-11\right) \%$." These treatments were implemented in a between-subjects design: after each subject had completed six baseline tasks of either risky choice or belief updating, for a second set of six tasks they were randomized into another set of baseline tasks or a set of the complex numbers tasks.
2. Compound Problems. In our experiments Risk B and Beliefs $B$, we manipulated complexity by deploying compound problems. We hypothesize that these are more complex for people to think through than the normatively identical reduced problems. The compound problems were randomly interspersed with the respective baseline problems in a within-subjects design. In choice under risk, if a baseline lottery is given by a $p \%$ chance of getting $\$ 20$, then the corresponding compound lottery is to get $\$ 20$ with probability $p^{\prime} \sim U\{p-0.05, \ldots, p+0.05\}$. In terms of implementation, we told participants that the probability of receiving the lottery upside was unknown to them and would be randomly determined by drawing from a known interval, such that each integer is equally likely to get drawn. Because expected utility is linear in probabilities, this compound manipulation does not affect the normative benchmark for behavior.

In belief updating, if a baseline updating problem features signal diagnosticity $h$ and base rate $b=50 \%$, then the corresponding compound updating problem features diagnosticity $h^{\prime} \sim U\{h-$ $0.1, \ldots, h+0.1\}$. It is straightforward to verify that the Bayesian posterior for these two updating problems is identical.

## III.E. Experiments $A$ and $B$

We summarize the main differences between treatments Risk $A$ and Beliefs $A$ on the one hand, and Risk $B$ and Beliefs $B$ on the other hand. (i) The CU measurement differs in wording and quantitative interpretation. (ii) The risky choice tasks were implemented using different procedures: with a BDM mechanism à la Healy (2018) in the A experiments and as a visual multiple price list in the $B$ experiments. (iii) The complexity manipulations differ. Moreover, these were implemented in a between-subjects
format in the A experiments and a within-subjects format in the B experiments. (iv) The A experiments feature some repeated, identical problems that allow us to study choice variability. (iv) The B experiments include a broader set of questions measuring economic forecasts.

## III.F. Logistics and Participant Pool

As summarized in Table I, our A experiments were conducted on Prolific, while the B experiments were run on Amazon Mechanical Turk (AMT). The B experiments were preregistered, see Online Appendix E.

In both sets of experiments, we took two measures to achieve high data quality. First, our financial incentives are unusually large both by AMT and Prolific standards. Average hourly earnings in our experiments exceed the target compensation on those platforms by roughly $190 \%$ and $250 \%$, respectively. Second, we screened out inattentive prospective subjects through comprehension questions and attention checks. In total, $53 \%$ and $54 \%$ of all prospective participants were screened out in experiments Risk and Beliefs, respectively. Screenshots of instructions and comprehension check questions can be found in Online Appendix G.

The timeline of Risk $A$ and Beliefs $A$ was as follows: (i) main incentivized task; (ii) hypothetical economic forecast question; (iii) incentivized Raven matrices test; (iv) demographic questionnaire. Participants received a completion fee of $\$ 3$ in both treatments. In addition, each participant potentially earned a bonus. With probability $30 \%$, a randomly selected task of part (i) was payoff relevant and with probability $70 \%$ part (iii) was paid out. Average earnings in Risk $A$ were $\$ 8.10$ and $\$ 4.80$ in Beliefs A.

## IV. Cognitive Uncertainty: Variation and Validation

## IV.A. Variation

Figure II shows histograms of task-level CU in the baseline tasks of Risk A and Beliefs A and for stock market expectations. The magnitude of CU should not be compared across decision domains because the length of the interval with respect to which CU is measured is not comparable. Rather, we show these histograms side by side to illustrate (i) that a large majority of decisions reflect strictly positive CU and (ii) the large heterogeneity in CU. Eightythree percent of the certainty equivalents in Risk $A, 93 \%$ of beliefs

in Beliefs A, and $97 \%$ of stock market forecasts are associated with strictly positive CU.

## IV.B. Stability

An obvious question is whether the unincentivized CU question picks up real variation or just noise. A first indication is to look at whether the histograms shown above largely capture within- or across-subject variation. In lottery choice and belief updating, where we observe multiple decisions per subject, $51 \%-54 \%$ of the variation in the CU data is explained by participant fixed effects. Given that some of the residual variation likely reflects measurement error, this suggests that across-subject variation is the dominant source of variation in the CU data, and that participants are relatively consistent in their degree of CU in a given domain.

A second indicator for stability is a within-subject test-retest correlation. This is feasible in our context because in lottery choice and belief updating we implemented at least two decision problems twice. We find that CU is highly correlated across these randomly interspersed elicitations ( $r=0.70$ in Risk and $r=0.68$ in Beliefs).

A final indicator for stability is cross-domain stability. We correlate average CU in choice under risk with CU in stock market expectations and average CU in lab beliefs with CU in stock market expectations. The Spearman correlations are given by $\rho=0.19$ for risky choice and $\rho=0.35$ for belief updating ( $p<.01$ for both correlations). This further suggests some within-person stability of CU.

## IV.C. Correlates

Regarding demographic correlates of CU, the most consistent pattern is that-across all three decision domains-women report about $5-11$ percentage points higher CU, akin to a large body of evidence on other domains of confidence (see Table II). We also find that older participants report lower CU, although the quantitative magnitude of this relationship is small. Meanwhile, total response time for the survey and proxies for cognitive ability (score on a Raven matrices test and a college degree) are largely unrelated to CU.

Finally, in lottery choice and belief updating, CU strongly decreases in the extremity of the normative benchmark, that is,
TABLE II
Correlates of Cognitive Uncertainty

the absolute distance of the normative benchmark to $50 \%$. In lottery choice, subjects indicate lower CU if the payout probability is far away from $50 \%$, suggesting that, for example, valuing a lottery with payout probability of $95 \%$ is easier than valuing a lottery with payout probability $60 \%$. In belief updating, CU reveals that subjects find it easier to state beliefs for problems that have Bayesian posteriors close to zero or one.

## IV.D. Cognitive Uncertainty and Choice Variability

Some researchers have used choice variability as an empirical measure of cognitive noise (e.g., Khaw, Li, and Woodford 2021). We examine the empirical correspondence between our CU question and variability for two reasons. First, data on choice variability are useful for understanding whether people's subjective perception of their own noisiness is roughly accurate. Second, a correlation between CU and choice variability may be seen as validation of our quantitative-but-unincentivized question, in the spirit of recent experimental validation studies in the literature (e.g., Falk et al. 2023).

We compute across-trial variability as the absolute difference in decisions across two repetitions of the same problem. We find that decisions that are associated with higher average CU across the two trials are more variable; see Online Appendix Figure 6. The Spearman correlation is $\rho=0.27$ in choice under risk and $\rho=0.30$ in belief updating ( $p<.01$ in both data sets). These results resonate with those from our work on cognitive uncertainty in intertemporal choice, in which cognitive uncertainty and acrosstrial variability in responses are likewise significantly correlated (Enke, Graeber, and Oprea 2023).

## V. Results: Cognitive Uncertainty Predicts Bias

## V.A. Visual Illustration of Compression Effects

We begin by analyzing the data in the baseline tasks. ${ }^{10}$ The left panels of Figure III summarize the link between CU and compression effects in the treatment of probabilities. Both sides are constructed following the same logic: by plotting participants'
10. In both Risk $A$ and Beliefs $A$, each subject completed six such baseline tasks, after which half the subjects completed six additional baseline tasks, and the remaining half completed the complex math problems. As a result, the data in this section consist of 12 tasks for some subjects and six tasks for others.


Figure III
Cognitive Uncertainty and Sensitivity to Probabilities in Choice under Risk, Belief Updating, and Stock Market Expectations (A Experiments).

Left panels: median normalized certainty equivalents as a function of payout probabilities (top, Risk A), median beliefs as a function of binned Bayesian posteriors (middle, Beliefs A) and median stock market expectations as a function of historical probabilities (bottom). All panels display bins with 30 or more observations. Low CU is below median. Whiskers show standard error bars. Right panels: coefficients from OLS regressions of (normalized) decisions on objective probabilities, split by CU quartiles. Effect of payout probability on stated certainty equivalents (top, Risk A), effect of Bayesian posterior on stated beliefs (middle, Beliefs A) and effect of historical probability on stated stock market expectations (bottom). Whiskers show 95\% confidence intervals.
(normalized) decisions against objective probabilities. The top row shows normalized certainty equivalents as a function of payout probabilities in Risk $A$. The middle row shows posterior beliefs as a function of Bayesian posteriors in Beliefs $A$. The bottom row shows subjective stock return expectations as a function of historical probabilities. The dots show medians in the samples of aboveand below-median CU decisions, respectively.

We see that decisions are always substantially more compressed toward intermediate options in the presence of higher CU. For instance, in choice under risk, the median decision of low CU subjects is frequently visually indistinguishable from the benchmark of no probability weighting. This pattern implies the "flipping" property discussed in the theoretical framework: cognitively uncertain decisions are less risk-averse for low probabilities but more risk-averse for high probabilities. We interpret these patterns as showing that what the literature often refers to as "probability-dependent risk preferences" are, in fact, due to bounded rationality (cognitive noise).

It is instructive to compare the patterns in the top row with those that should be expected from an expected-utility maximizer. As discussed in Section II, normalizing utility from the lottery upside to one, the expected-utility-maximizing decision is given by $a^{*}=u^{-1}(p)$. Under risk neutrality, normalized certainty equivalents should be located on the 45 -degree line. Under strict risk aversion, they should be a convex increasing function of payout probabilities, located strictly below the 45-degree line.

In the belief-updating task, middle row, the median posteriors of low CU decisions are likewise relatively close to the rational benchmark. In contrast, cognitively uncertain beliefs reflect pronounced overestimation of small and underestimation of high probabilities. Thus, the phenomenon of "extreme belief aversion" discussed in the review by Benjamin (2019) reflects cognitive noise rather than preferences.

For the stock market expectations data, bottom row, we plot participants' answers against corresponding historical probabilities. Recall that participants never saw these probabilities-we imputed them from the values of the returns whose probability the participants were asked to assess. Similarly to the lab beliefupdating task, we see that cognitive uncertainty is predictive of overestimation of small and underestimation of large probabilities.

The right panels of Figure III provide a more complete picture of the relationship between CU and sensitivity to objective probabilities. We now split the sample into CU quartiles. Because in our lottery choice and belief-updating experiments $20 \%-25 \%$ of all CU statements are equal to zero, the first quartile in these two experiments almost corresponds to $C U=0$, while the other quartiles leverage variation in the intensive margin of CU. For the four CU buckets, we regress observed (normalized) decisions on the respective objective probability (payout probability in choice under risk, Bayesian posterior in belief updating, and historical probability in stock market expectations) and report the coefficient. If decisions did not depend on cognitive noise, the four regression coefficients would be equally large. Instead, we see that the effect of objective probabilities monotonically decreases as CU increases. This shows that the results are not just driven by the extensive margin of CU but that higher CU is strongly associated with more compression also in the sample of strictly positive CU.

## V.B. Regression Evidence

1. Choice under Risk. Table III studies the link between CU and likelihood insensitivity (probability weighting) in risky choice more formally, through regression analyses. We estimate the neoadditive weighting function in equation (2). To this effect, we regress certainty equivalents on the payout probability, cognitive uncertainty, and their interaction. The framework in Section II predicts that (i) the interaction coefficient is negative (indicating a shallower slope), and (ii) the raw cognitive uncertainty term is positive, indicating a higher intercept.

Columns (1) and (2) of Table III document that both predictions are indeed borne out in the data. In quantitative terms, an increase in cognitive uncertainty from $0 \%$ to $50 \%$ is associated with a decrease in the slope of certainty equivalents with respect to payout probabilities by 33.5 percentage points, a very large magnitude.

We likewise find that CU is strongly related to the regression intercept, as predicted by the model. In other words, the positive CU raw term does not mean that the probability weighting function of cognitively uncertain subjects has higher elevation on average-it just means that the elevation at $p=0$ is higher.

Columns (3)-(6) provide further evidence that these patterns imply the characteristic flipping pattern that we anticipated in
TABLE III
Cognitive Uncertainty and Likelihood Insensitivity in Risk A

|  | Dependent variable: <br> Normalized certainty equivalent |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Full sample |  | $p<50 \%$ |  | $p \geqslant 50 \%$ |  |
|  | (1) | (2) | (3) | (4) | (5) | (6) |
| Payout probability | $\begin{aligned} & 0.73^{* * *} \\ & (0.03) \end{aligned}$ | $\begin{aligned} & 0.73^{* * *} \\ & (0.03) \end{aligned}$ | $\begin{aligned} & 0.56^{* * *} \\ & (0.06) \end{aligned}$ | $\begin{aligned} & 0.55^{* * *} \\ & (0.05) \end{aligned}$ | $\begin{aligned} & 0.60^{* * *} \\ & (0.04) \end{aligned}$ | $\begin{aligned} & 0.59^{* * *} \\ & (0.04) \end{aligned}$ |
| Payout probability $\times$ Cognitive uncertainty | $\begin{gathered} -0.67^{* * *} \\ (0.08) \end{gathered}$ | $\begin{gathered} -0.67^{* * *} \\ (0.08) \end{gathered}$ |  |  |  |  |
| Cognitive uncertainty | $\begin{gathered} 25.1^{* * *} \\ (6.18) \end{gathered}$ | $\begin{gathered} 22.7^{* * *} \\ (6.02) \end{gathered}$ | $\begin{gathered} 15.0^{* * *} \\ (5.64) \end{gathered}$ | $\begin{gathered} 11.0^{* *} \\ (5.48) \end{gathered}$ | $\begin{gathered} -26.3^{* * *} \\ (3.51) \end{gathered}$ | $\begin{gathered} -27.0^{* * *} \\ (3.60) \end{gathered}$ |
| Constant | $\begin{gathered} 19.7^{* * *} \\ (2.35) \end{gathered}$ | $\begin{gathered} 31.5^{* * *} \\ (4.38) \end{gathered}$ | $\begin{gathered} 22.3^{* * *} \\ (2.35) \end{gathered}$ | $\begin{gathered} 39.4^{* * *} \\ (6.09) \end{gathered}$ | $\begin{gathered} 30.7^{* * *} \\ (3.23) \end{gathered}$ | $\begin{gathered} 38.1^{* * *} \\ (4.66) \end{gathered}$ |
| Demographic controls | No | Yes | No | Yes | No | Yes |
| Observations | 4,524 | 4,524 | 2,035 | 2,035 | 2,489 | 2,489 |
| $R^{2}$ | 0.49 | 0.50 | 0.10 | 0.15 | 0.32 | 0.32 |

[^2]the discussion of the theoretical framework: for small probabilities, cognitively uncertain decisions reflect significantly more risk seeking, while for high probabilities they reflect less risk seeking.
i. Losses and MPL Elicitation Technique. Our earlier B experiments allow us to probe the robustness of our results along two dimensions. First, we studied both gain and loss lotteries. Second, the certainty equivalents were elicited using standard visual multiple price lists. The results in these experiments are very similar to those reported already, in the sense that cognitively uncertain decisions are significantly more compressed. This is true for both gains and losses, see Online Appendix E.

The results in the B study imply a nuanced pattern about how CU is correlated with risk-seeking versus risk-averse behavior. Because CU is associated with "overweighting" of small and "underweighting" of large probabilities for gains and losses, we have that high CU decisions reflect risk-seeking behavior for low-probability gains and high-probability losses, but risk-averse behavior for high-probability gains and low-probability losses. In other words, CU is predictive of the so-called fourfold pattern of risk attitudes.
2. Belief Updating. Table IV studies the link between CU and belief updating in Beliefs A. Again, the framework predicts that cognitive uncertainty should be related to (i) lower sensitivity of beliefs to variation in objective probabilities and (ii) a higher intercept. Columns (1) and (2) directly estimate the neo-additive decision rule in equation (2) that our framework motivates. Here, we link observed beliefs to Bayesian posteriors, CU, and their interaction. Consistent with the visual impression from the left panels of Figure III, cognitively uncertain beliefs are substantially less sensitive to variation in Bayesian posteriors, and their intercept is higher. In terms of quantitative magnitude, the regression coefficients imply that moving from CU of $0 \%$ to $50 \%$ is associated with a decrease of the slope by 21 percentage points.
i. Grether Regressions: Inelasticity to Base Rate and Likelihood Ratio (Conservatism). The literature typically highlights deviations of stated from Bayesian beliefs and the ways people implicitly respond to variation in the base rate, the likelihood ratio, and the sample size (see Benjamin 2019, for a review). As discussed in Section II, we are interested in whether cognitive noise
TABLE IV
Cognitive Uncertainty and Belief Updating in Beliefs A

|  | Dependent variable: |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Posterior belief |  | $\ln$ [Posterior odds] |  |  |  |
|  | (1) | (2) | (3) | (4) | (5) | (6) |
| Bayesian posterior | $\begin{aligned} & 0.71^{* * *} \\ & (0.02) \end{aligned}$ | $\begin{aligned} & 0.71^{* * *} \\ & (0.02) \end{aligned}$ |  |  |  |  |
| Bayesian posterior $\times$ Cognitive uncertainty | $\begin{gathered} -0.43^{* * *} \\ (0.06) \end{gathered}$ | $\begin{gathered} -0.43^{* * *} \\ (0.06) \end{gathered}$ |  |  |  |  |
| Cognitive uncertainty | $\begin{gathered} 12.8^{* * *} \\ (3.54) \end{gathered}$ | $\begin{gathered} 12.7^{* * *} \\ (3.53) \end{gathered}$ | $\begin{gathered} -0.47^{* * *} \\ (0.14) \end{gathered}$ | $\begin{gathered} -0.49^{* * *} \\ (0.14) \end{gathered}$ | $\begin{gathered} -0.48^{* * *} \\ (0.13) \end{gathered}$ | $\begin{gathered} -0.49^{* * *} \\ (0.14) \end{gathered}$ |
| $\ln$ [Bayesian odds] |  |  | $\begin{aligned} & 0.55^{* * *} \\ & (0.02) \end{aligned}$ | $\begin{aligned} & 0.55^{* * *} \\ & (0.02) \end{aligned}$ |  |  |
| $\ln$ [Bayesian odds] $\times$ Cognitive uncertainty |  |  | $\begin{gathered} -0.42^{* * *} \\ (0.07) \end{gathered}$ | $\begin{gathered} -0.42^{* * *} \\ (0.07) \end{gathered}$ |  |  |
| $\log [$ Prior odds] |  |  |  |  | $\begin{aligned} & 0.69^{* * *} \\ & (0.03) \end{aligned}$ | $\begin{aligned} & 0.69^{* * *} \\ & (0.03) \end{aligned}$ |
| $\log$ [Likelihood ratio] |  |  |  |  | $\begin{aligned} & 0.37^{* * *} \\ & (0.03) \end{aligned}$ | $\begin{aligned} & 0.37^{* * *} \\ & (0.03) \end{aligned}$ |
| $\ln$ [Prior odds] $\times$ Cognitive uncertainty |  |  |  |  | $\begin{gathered} -0.52^{* * *} \\ (0.10) \end{gathered}$ | $\begin{gathered} -0.52^{* * *} \\ (0.10) \end{gathered}$ |
| $\ln$ [Likelihood ratio] $\times$ Cognitive uncertainty |  |  |  |  | $\begin{gathered} -0.21^{* * *} \\ (0.07) \end{gathered}$ | $\begin{gathered} -0.21^{* * *} \\ (0.07) \end{gathered}$ |
| Constant | $\begin{gathered} 19.5^{* * *} \\ (1.53) \end{gathered}$ | $\begin{gathered} 18.7^{* * *} \\ (2.22) \end{gathered}$ | $\begin{aligned} & 0.23^{* * *} \\ & (0.06) \end{aligned}$ | $\begin{gathered} 0.29^{* *} \\ (0.12) \end{gathered}$ | $\begin{aligned} & 0.24^{* * *} \\ & (0.06) \end{aligned}$ | $\begin{gathered} 0.28^{* *} \\ (0.11) \end{gathered}$ |
| Demographic controls | No | Yes | No | Yes | No | Yes |
| Observations | 4,602 | 4,602 | 4,602 | 4,602 | 4,602 | 4,602 |
| $R^{2}$ | 0.49 | 0.49 | 0.45 | 0.45 | 0.48 | 0.48 |

could generate the well-known phenomena of base rate insensitivity, conservatism (likelihood ratio insensitivity), and sample size insensitivity.

To analyze this empirically, we resort to Grether regressions (Grether 1980). This specification is derived by expressing Bayes's rule in $\log$ form, which implies a linear relationship between the posterior odds, the prior odds, and the likelihood ratio. The canonical finding in the literature is that in these regressions the observed coefficients of the log prior odds and the log likelihood ratio are usually considerably smaller than the Bayesian benchmark of one. As discussed in Section II and shown in Online Appendix A, our stylized cognitive noise model predicts that higher cognitive noise leads to higher insensitivity in these regressions. A simple intuition is that if someone always stated posterior beliefs of $50: 50$, their sensitivity of beliefs to the base rate and likelihood ratio would be zero.

Table IV, columns (3) and (4) estimate a restricted version of a Grether regression, in which we relate the subject's log posterior odds to the log Bayesian odds. This analysis is instructive because it takes place in log odds space (as motivated by the Grether decomposition), but essentially uses the same variables as in columns (1) and (2). Again, we find that cognitive uncertainty is strongly predictive of the degree of insensitivity of log posterior odds with respect to the Bayesian benchmark.

Finally, columns (5) and (6) estimate a standard Grether regression, except that we also account for interactions with cognitive uncertainty. The negative interaction coefficients show that cognitive uncertainty is strongly related to base rate insensitivity and likelihood insensitivity (conservatism). The quantitative magnitudes of the regression coefficients suggest that, for example, base rate sensitivity decreases from 0.69 with CU of $0 \%$ to 0.43 with CU of $50 \% .^{11}$ These patterns document that (at least a part of) what this literature has identified as base rate neglect, conservatism, and extreme belief aversion are in fact not independent psychological phenomena but instead all generated by cognitive noise and resulting compression effects.

[^3]ii. Sample Size Effects. As is well known in the literature, experimental data also reveal systematic variation in stated beliefs conditional on Bayesian posteriors. For instance, for a given base rate, the draw of one blue ball gives rise to the same Bayesian posterior as the draw of two blue balls and one red ball, yet experimental participants consistently update more strongly after observing one blue ball (Benjamin 2019). A common explanation is that subjects update based on sample proportions, while Bayesian updating prescribes updating based on sample differences. Our account of CU also provides an explanation for this pattern. The straightforward reason is that stated CU significantly increases in the sample size, holding the sample difference and the Bayesian posterior fixed (see Online Appendix Table 6). That is, subjects appear to find it easier to form beliefs based on one blue ball than based on two blue balls and one red ball. As a result of this systematic variation in cognitive noise, our account correctly predicts that subjects respond more to the sample difference when the sample size is smaller.
iii. Earlier Experiments. All of the patterns summarized above also hold in our earlier B experiments, see Online Appendix E.
3. Stock Market Expectations. Online Appendix Table 9 presents regression analyses that confirm the visual impression from Figure III: CU is strongly predictive of the degree to which historical stock returns map into probabilistic forecasts. In our earlier B experiments, we find almost identical patterns for the same measure of stock market expectations. Moreover, we find very similar patterns of cognitive uncertainty predicting compression toward 50:50 also for inflation expectations and beliefs about the income distribution. See Online Appendix E.
V.C. Cognitive Uncertainty and Distance to the Optimal Decision

Thus far, the analyses documented that average decisions are more compressed and further away from normative benchmarks when they are associated with higher cognitive uncertainty. In itself, however, this does not imply that cognitively uncertain decisions are located further away from normative benchmarks, on average. To see this, consider a simple example in which the normatively optimal posterior in a belief-updating task is $80 \%$. Then,
the average of stated beliefs of $79 \%$ and $77 \%$ is located further away from the normative benchmark than the average of beliefs of $60 \%$ and $100 \%$, yet the average absolute distance is still smaller in the former case.

Our stylized model predicts that cognitive noise produces stronger compression of the average and that it leads to larger average absolute distances to the normatively optimal decision. We here test this additional prediction. For belief updating, we use the Bayesian posterior as the normative benchmark. For survey expectations, we use historical probabilities. For choice under risk, we assume that subjects' objective is to maximize expected value. However, we have verified that very similar results hold when we infer the "true" utility-maximizing decisions by estimating a population-level constant relative risk aversion (CRRA) parameter.

Figure IV summarizes the results. CU and absolute distances to the normative benchmark are significantly correlated (Spearman's $\rho=0.31$ in risky choice, $\rho=0.17$ in beliefs, and $\rho=0.21$ in stock market expectations, $p<.01$ for all comparisons).

## V.D. Measurement Error in Cognitive Uncertainty

A prominent concern regarding the measurement of cognitive or preference constructs in experiments is measurement error (Gillen, Snowberg, and Yariv 2019). In our context, measurement error in the CU elicitation could have two implications. First, CU and certainty equivalents / beliefs could be subject to a form of correlated measurement error that would potentially create a mechanical relationship between the occurrence of strictly positive CU and the sensitivity of decisions to objective probabilities. To illustrate, suppose that all subjects actually exhibit zero cognitive noise. Further suppose that (i) more inattentive subjects are more likely to exhibit random measurement error in the CU elicitation that leads them to state strictly positive CU, and (ii) that this same inattention will also lead subjects to state risky decisions or beliefs that are insensitive to objective probabilities. Under this logic, CU and observed decisions would be mechanically correlated. If this were the case, however, we would expect that CU has no predictive power for decisions in the sample of strictly positive CU. As the right panels of Figure III showed, this is counterfactual as the sensitivity of decisions to delays strongly decreases in CU, even conditional on $\mathrm{CU}>0$.
Choice under risk

[^4]A second implication of measurement error in CU could be coefficient attenuation. A standard remedy against this is to instrument out measurement error through repeated elicitations (Gillen, Snowberg, and Yariv 2019). This is feasible in our data because every subject completed at least two decisions twice. As noted already, cognitive uncertainty is highly correlated across these repetitions of the same decision problem ( $r=0.70$ in Risk $A$ and $r=0.68$ in Beliefs A). This enables "obviously related instrumental variable" analyses; see Online Appendix Tables 7 and 8. Here, we replicate our OLS regressions from Tables III and IV, except that we instrument for the interaction between objective probabilities and CU with the interaction between objective probabilities and CU from the repeated elicitation. The results are almost identical. This suggests that measurement error in the CU elicitation is not a major concern.

## VI. Complexity, Cognitive Noise, and Compression Effects

In the conceptual framework in Section II, we took the magnitude of cognitive noise (captured by $N$ ) as given. More realistically, cognitive noise will be higher if the complexity of a decision problem is high. As outlined in Section III, our A experiments manipulated problem complexity by expressing probabilities as math problems. The B experiments instead manipulated complexity through compound problems.

Given that there is no widely accepted theory of what is (not) complex, neither treatment is directly theoretically motivated. However, multiple previous contributions have hypothesized that compound problems or complex numbers can make decision problems harder (e.g., Huck and Weizsäcker 1999; Gillen, Snowberg, and Yariv 2019). Moreover, an added benefit of our CU measurement is that it allows us to directly test whether a complexity intervention actually increases cognitive noise. Both experimental manipulations had large effects on cognitive uncertainty. The complex-numbers manipulation increased CU by $45 \%$ in risky choice and by $48 \%$ in belief updating. The compound manipulations lead to an increase in CU by $23 \%$ in risky choice and by $33 \%$ in belief updating. ${ }^{12}$
12. Recall that we used a different CU measure in the B experiments, such that the magnitudes of the CU increase should not be directly compared across experiments.

Figure V documents that this increase in complexity (and resulting cognitive noise) has a large effect on decisions. As predicted, responses are always substantially more compressed toward an intermediate value than in our baseline experiments. This is true for both the math manipulation and the compound problems. ${ }^{13}$ Online Appendix Tables $10-13$ provide corroborating regression evidence. ${ }^{14}$ Overall, we interpret these patterns as evidence that cognitive noise actually causes compression toward an intermediate value, instead of only correlating with it.

We also note that all of these results are inconsistent with a large class of models of probability weighting and belief-updating biases that rest on the assumption of fixed parametric biases, such as base rate neglect parameters or a probability weighting sensitivity parameter. Instead, our results suggest that the complexity of the decision environment partly determines the level of cognitive noise, which in turn drives the magnitude of errors.

## VII. Estimating the Central Tendency Effect

The framework laid out in Section II asserts that the compression patterns documented in this paper reflect a regression of average behavior to an "intermediate" $d$, which could either reflect a fixed default (prior) or the mean random choice. Either interpretation is reminiscent of well-established "central tendency effects" in psychological research on judgment and decision making. Here, we contribute to this discussion by directly estimating the central tendency effect ( $d$ ), regardless of whether it reflects a fixed prior or the mean random choice. We do not have a general theory of what determines people's priors, though some research in cognitive psychology suggests that the prior may reflect a decision that makes sense on average (e.g., Petzschner, Glasauer, and Stephan 2015; Xiang et al. 2021). ${ }^{15}$
13. It is interesting to relate these results to Harbaugh, Krause, and Vesterlund (2010). They identify evidence for probability weighting in one elicitation mechanism but not another one and interpret this by suggesting that the mechanism that produces probability weighting is "more complex."
14. In experiment Risk $B$, we also implemented compound lotteries for loss gambles. The results are very similar; see Online Appendix E.
15. Some research suggests that people's priors may be influenced by a $\frac{1}{N}$ logic, where N is the number of states (Zhang and Maloney 2012). To test this idea, we ran additional experiments in which we implemented a partition manipulation: in the belief-updating and choice under risk experiments, we increased the number

Figure V
Complexity and Decisions
Top left panel shows median normalized certainty equivalents separately for baseline and complex-numbers lotteries in the Risk $A$

 problems in the Beliefs $A$ experiment $(N=3,000)$. Bottom right panel shows median posterior beliefs separately for baseline and compound updating problems in the Beliefs $B$ experiment $(N=2,056)$. Whiskers show standard error bars. The beliefs figures show bins with more than 30 observations.

Recall that the average decision in our framework can be expressed as a convex combination of the expected-utilitymaximizing decision and $d$, with the relative weight $\lambda$ being a function of the magnitude of (unobserved) cognitive noise. We proceed by heuristically approximating $\lambda=\max \left\{0 ;\left(1-\gamma p_{C U}\right)\right\}$, where $\gamma$ is a nuisance parameter to be estimated. We can then estimate the decision rule in equation (2) as:

$$
\begin{equation*}
a^{o}=\underbrace{\max \left\{1-\gamma p_{C U} ; 0\right\}}_{\lambda} a^{*}(p)+\underbrace{\min \left\{\gamma p_{C U} ; 1\right\}}_{1-\lambda} d+\epsilon \tag{4}
\end{equation*}
$$

where $p_{C U}$ is observed, $\gamma$ and $d$ are to be estimated, and $\epsilon$ is a disturbance term. ${ }^{16}$ The utility-maximizing decision $a^{*}$ is assumed to be the Bayesian posterior in belief updating. For choice under risk, we assume that the utility-maximizing decision reflects CRRA utility, with utility curvature to be estimated. ${ }^{17}$

We estimate this equation at the population level using standard nonlinear least squares techniques. This means that we leverage individual-level (in fact, decision-level) variation in CU but estimate a single average $d$ for the population. For benchmarking purposes, we also estimate a "restricted model" that excludes cognitive noise, that is, setting $p_{C U}=0$.

Table V reports the model estimates for both our A experiments and the earlier B experiments. There are three main takeaways. First, we consistently estimate an "intermediate" mean of the prior distribution. The estimated cognitive default is very close to 0.5 in the beliefs experiments and somewhat lower at around 0.4 in choice under risk. The estimates of the default decision correspond well with the visual impressions from Figure III and with the large body of work on central tendency or compromise effects in psychology and economics.

The second main takeaway from the model estimations is that allowing for a role of cognitive noise increases model fit

[^5]TABLE V
Estimates of Central Tendency Effect across Experiments

|  | Risk A |  | Beliefs A |  | Risk B |  | Beliefs B |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Restr. <br> (1) | $\mathrm{CU}$ <br> (2) | Restr. <br> (3) | CU <br> (4) | Restr. <br> (5) | $\begin{gathered} \mathrm{CU} \\ (6) \end{gathered}$ | Restr. <br> (7) | CU <br> (8) |
| d | NA | 0.43 | NA | 0.52 | NA | 0.40 | NA | 0.52 |
| AIC | 18,958 | 18,477 | 211 | -936 | 7,996 | 7,707 | 211 | -935 |

Notes. Estimates of different versions of equation (4). Columns (1), (3), (5), and (7): set $\gamma=1$ and $p_{C U}=0$. All estimated standard errors (computed based on clustering at the subject level) are smaller than 0.02 . AIC, Akaike information criterion.
substantially relative to the restricted model that does not include cognitive uncertainty. This can be inferred from the lower values of Akaike's information criterion.

## VIII. Discussion

This article has argued that measuring cognitive uncertainty in a simple, fast, and costless manner allows experimental and survey researchers to predict behavior and biases and shed light on the decision modes that underlie commonalities in errors across different domains. Instead of recapitulating our results, we discuss extensions, limitations, and directions for future research.

## VIII.A. Extension: S-Shaped Response Functions

While our main empirical analyses focus on the observation that people's beliefs and choices are compressed toward some intermediate value, it is well known in the literature that decisions are often nonlinear (inverse S-shaped) in objective probabilities (see Figure I). As we discuss in detail in Online Appendix D, our account of cognitive uncertainty also sheds light on this regularity. The reason is that CU is hump-shaped in objective probabilities. For example, it appears to be easier for people to value a lottery that has a payout probability close to the boundaries. Similarly, people report lower CU in belief-updating problems that have Bayesian posteriors close to the boundaries. The model estimations in Online Appendix D show that these nonlinearities in how CU depends on objective probabilities can translate into the canonical S-shaped response functions commonly observed in the literature.

## VIII.B. Extension: Ambiguity Attitudes

While here we focus on how CU sheds light on the pattern that people treat different objective probabilities alike to some degree, there is also a direct connection to research on ambiguity. The reason is that recent reviews highlight the concept of ambiguity insensitivity, which asserts that people are excessively insensitive to changes in the likelihood of ambiguous events (Trautmann and van de Kuilen 2015). In the working paper version of this paper, we document that measured cognitive uncertainty also strongly predicts the magnitude of ambiguity insensitivity (Enke and Graeber 2019). Indeed, we find that cognitively uncertain people often act as though they are ambiguity seeking when an ambiguous event is very unlikely.

## VIII.C. Implications for Research Linking Expectations Measures to Field Behaviors

If stated expectations are systematically distorted due to the types of compression effects that we document in this article, demographic differences in expectations could just reflect heterogeneity in cognitive noise rather than true beliefs. Moreover, when researchers estimate links between expectations and field behaviors, cognitive noise could attenuate these relationships. In line with this conjecture, Drerup, Enke, and Von Gaudecker (2017), Giglio et al. (2019), and Yang (2023) find that the relationship between expectations and investment behavior is considerably more pronounced among people with high confidence in their expectations. We conjecture that CU will be predictive of the strength of the relationship between behaviors and expectations more generally (see also Charles, Frydman, and Kilic 2022; Yang 2023). Thus, at a minimum, measuring CU in surveys allows researchers to conduct heterogeneity analyses regarding the predictability of field behaviors.

## VIII.D. Limitations

An obvious limitation of our approach is that we do not have a general theory of what the prior / cognitive default / mean random choice is. We work with the idea that the mean prior reflects the decision they would have made before deliberating about the problem at hand. Yet casual introspection suggests that other factors might also shape people's initial reactions. For instance, if a choice option is displayed in red font, it might be visually salient
and therefore serve as a cognitive anchor from which people's deliberation process adjusts.

Related to this discussion is research on bounded rationality that focuses on the role of misleading intuitions, as they result from salience, focusing, or memory-based cueing effects (e.g., Kahneman 2011; Bordalo, Gennaioli, and Shleifer 2013, 2020; Kőszegi and Szeidl 2013; Enke, Schwerter, and Zimmermann 2020). Although this article is more concerned with the effects of complexity than with those of strong intuitions, we conjecture that the (unspecified) cognitive default provides a potential link between these two literatures. We speculate that strong intuitions, salient choice options, or associations-based recall shape people's initial reaction to a choice problem (the prior / cognitive default), while CU captures the degree to which people adjust away from these initial reactions. If true, such a perspective would suggest the testable prediction that salience, focusing, and memory-based cuing effects are particularly pronounced among people with high CU.

More closely integrating cognitive noise with attention and memory research is also relevant because prior work has shown that probability weighting in risky choice and probability estimates are influenced by salience and asymmetric recall (e.g., Stewart, Chater, and Brown 2006; Bordalo, Gennaioli, and Shleifer 2012; Bordalo et al. 2023). Similarly, a broad body of work often identifies the opposite of probability weighting when people decide based on experience rather than problem descriptions (Hertwig and Erev 2009). It is not obvious that our approach of measuring CU can reconcile these patterns.

A third limitation of our work is that we do not have a theory of which aspects of a decision actually generate cognitive noise and resulting CU. As we saw, more complex decisions lead to higher CU. Prior work has shown that cognitive noise is also a function of time pressure, experience, and prior beliefs (Polania, Woodford, and Ruff 2019; Prat-Carrabin and Woodford 2021; Frydman and Jin 2022). Yet a general theory of what makes a task (not) complex is not available. Other aspects that generate cognitive uncertainty may pertain to the decision maker: the availability of cognitive resources or the amount of experience. Future research could helpfully shed light on this.

## VIII.E. Open Questions and Potential Applications

We conjecture that the measurement of CU could shed light on behavior in multiple other domains of economic decision making. Most fundamentally, people likely don't just have CU in choosing between lotteries or in updating their beliefs, but also in other domains. For instance, in Enke, Graeber, and Oprea (2023), we study how cognitive uncertainty helps shed light on "anomalies" in intertemporal choice. Yet we speculate that there may be many more applications in which a measurement of CU could shed light on biases and anomalies that have a compression flavor. For example, in the widely studied news vendor game that is of relevance to researchers in economics, management, and operations research, people generally succumb to a pull-to-the-center bias (Schweitzer and Cachon 2000). Similarly, laboratory experiments on effort choice often find that the elasticity of labor supply with respect to piece rates is very low; we again speculate that this insensitivity / compression effect could be explained by measuring CU.

Another open question relates to the link between objective cognitive noise and CU. In the decision contexts that we study here, people's awareness of their own cognitive noise is at least partly accurate. Yet in other decision domains, people's metacognition may be less well calibrated, as in Enke, Graeber, and Oprea (2022). This immediately raises the question of when people's CU is (not) reflective of actual noise.

Finally, another open question concerns the choice implications of cognitive noise. We highlighted the empirical regularity that CU is associated with an attenuated relationship between decisions and problem parameters. In other contexts, CU may predict a form of "caution" (Cerreia-Vioglio, Dillenberger, and Ortoleva 2015) or "complexity aversion," according to which people shy away from choice options regarding which they have high CU. Future research could helpfully shed light on when compression effects or caution dominate.

## Supplementary Material

An Online Appendix for this article can be found at The Quarterly Journal of Economics online.

## Data Availability

> The data underlying this article are available in the Harvard Dataverse, https://doi.org/10.7910/DVN/IQ47ZB (Enke and Graeber 2023).
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[^0]:    1. Khaw, Li, and Woodford (2021) and Frydman and Jin (2022) also report experiments on cognitive noise and risk taking, but these do not test predictions related to probability weighting.
    2. Wakker (2010) likewise speculates that likelihood insensitivity in probability weighting reflects cognitive limitations. Erev et al. (2017) highlight how an "equal weighting" tendency leads to probability weighting.
[^1]:    4. In contrast to Khaw, Li, and Woodford (2021), our framework features cognitive noise at the level of the utility-maximizing decision, rather than of a problem input parameter. We focus on noise in output space because we want to be transparent that neither we nor our empirical cognitive uncertainty measure take a stance on what the source of cognitive noise is; we believe it is likely that there is more than one source. Online Appendix A. 4 discusses how similar predictions to the ones we state below emerge when one compares the behavior of a noiseless and a noisy agent in the framework of Khaw, Li, and Woodford (2021).
    5. This assumption has two different interpretations. A first one is that the DM chooses the posterior mean as a heuristic strategy. Indeed, it not entirely clear why a DM who cannot determine a Bayesian posterior or a certainty equivalent should be cognitively capable of best responding to relatively involved incentive structures. A second interpretation is that utility is linear and the DM best responds to the incentives present in the experiment. In our belief-updating experiments, the loss function is quadratic, such that the posterior mean is optimal. In our lottery choice experiments, the implied loss function under risk neutrality is the absolute distance, such that the median is optimal. However, with a binomial distribution, using the mean instead of the median is without much loss because the mean of a beta $(a, b)$ variable is $\frac{a}{a+b}$, the mode is $\frac{a-1}{a+b-2}$ and the median lies between the two.
[^2]:    Notes. OLS estimates; robust standard errors (in parentheses) are clustered at the subject level. Demographic controls include age, gender, college education, and performance on

[^3]:    11. The interaction coefficients are larger for the log prior odds than for the log likelihood ratio. We can only speculate about why this is the case. In our experiment, base rates are displayed using sets of cards, while diagnosticities are displayed using urns that are filled with 100 colored balls. We cannot rule out that this difference in the way in which information is presented affects the perceived complexity of these decision parameters or their interaction with cognitive noise.
[^4]:    In the left panel $(N=4,524)$ the normative benchmark is assumed to be expected-value maximization, in the middle panel $(N=4,590)$ it is the Bayesian posterior, and in the right panel $(N=1,000)$ it is historical probabilities. Cognitive uncertainty is winsorized at the 90 th percentile in each data set.

[^5]:    of states from 2 to 10 without changing the normatively relevant features of the problem. Under the assumptions that (i) the model parameter $d$ reflects a fixed prior and (ii) that it is partly influenced by a $\frac{1}{N}$ logic, such a treatment should decrease observed decisions, and more so for cognitively uncertain people. Online Appendix F reports the results of these experiments, which are mixed.
    16. Note that in this approach, $\lambda$ (and hence unobserved cognitive noise) varies at the choice level, but the nuisance parameter $\gamma$ is fixed at the population level.
    17. The estimating equation with CRRA utility curvature parameter $\alpha$ is given by $a^{o}=\max \left\{1-\gamma p_{C U} ; 0\right\} p^{\frac{1}{\alpha}}+\min \left\{\gamma p_{C U} ; 1\right\} d+\epsilon$.

